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Abstract

In this paper, the problem of time to recruitment is studied for a single grade manpower system in which depletion of manpower takes place either by exit of personnel from the organization or due to breaks taken by the existing workers in the organization. The loss of manpower due to exits is classified as voluntary and involuntary. The breaking decisions are also classified into two types according to their frequency. It is also assumed that the breakdown threshold has two components, one for the cumulative loss of manpower due to exits and the other for the cumulative loss of manpower due to breaks. A Stochastic model is constructed for three different cases of inter-exit times and the variance of time to recruitment is obtained using a univariate CUM policy of recruitment. The results are numerically illustrated by assuming specific distributions. The influences of the nodal parameters on these system characteristics are studied and relevant conclusions are presented.

Introduction:-

Exit of personnel is a common phenomenon in any marketing organization. This leads to reduction in the total strength of marketing personnel and will adversely affect the sales turnover of the organization, if recruitment is not planned. Frequent recruitments may also be expensive due to the cost of recruitments and training. As the loss of manpower is unpredictable, suitable recruitment policy has to be designed to overcome this loss. An univariate recruitment policy, usually known as CUM policy of recruitment in the literature, is based on the replacement policy associated with the shock model approach in reliability theory is stated as follows: Recruitment is made whenever the cumulative loss of man hours exceeds a breakdown threshold.

Several stochastic models of manpower systems have been proposed and studied by several authors [1], [2], [3], [4] and [7] extensively in the past. More specifically [1] has studied many renewal theory models for several manpower systems in the context of filling up of vacancies in any grade of an organization either with promotions from next lower grade or by direct recruitment. [11] has initiated the study on finding the expected time to recruitment for a single grade manpower system using shock model approach in reliability theory [6]. Later, [8], [9], [10], [12] and [13] have studied the problem of time to recruitment under different conditions employing different recruitment policies such as univariate and bivariate policies of recruitment. Recently, [5] have studied this problem using a different probabilistic analysis by assuming that the policy decisions and exits occurs at different epochs. These authors have studied the problem of time to recruitment with the depletion of manpower which takes place only due to attrition, but there is another possible way that, depletion of manpower takes place due to breaks taken by the...
existing workers in the organization. In this context, the study in the problem of time to recruitment for a single grade manpower system is made in which (i) depletion of manpower takes place either by exit of personnel from the organization (voluntary or involuntary) or due to breaks taken by the existing workers in the organization, (ii) two types of decisions classified as policy decisions taken by the organization and breaking decisions taken by the personnel having low or high intensity of depletion and (iii) the breakdown threshold has two components, one component is for the exits of personnel from the organization and the another component is for depletion due to breaks are considered. In this paper, a stochastic model is constructed when the inter-exit times: (Case-I) forms a sequence of independent and identically distributed hyper exponential random variables, (Case-II) forms a sequence of exchangeable and constantly correlated exponential random variables and (Case-III) forms a geometric process and the variance of time to recruitment is obtained using a univariate CUM policy of recruitment by assuming specific distribution for the loss of manpower and thresholds. The influences of nodal parameters on these system characteristics are studied and relevant conclusions are presented.

Model Description:
Consider an organization with single grade in which exit of personnel takes place either voluntarily (due to policy decisions, VRS etc.) or involuntarily (death, dismissal, retirement etc.). Let \( X_k \), \( k=1,2,3, \ldots \) be independent and identically distributed hyper-exponential random variables representing the amount of depletion of manpower in the organization due to \( k^{th} \) exit with probability distribution \( F_X(.) \), density function \( f_X(.) \) and Laplace transform \( \tilde{f}_X(.) \) with mean \( \frac{P_2}{\alpha_1} + \frac{(1-P_2)}{\alpha_2} \), \( \alpha_1, \alpha_2 > 0 \) where \( P_2 \) is the proportion of involuntary loss of manpower with rate \( \alpha_1 \) and \( (1-P_2) \) is the proportion of voluntary loss of manpower with rate \( \alpha_2 \). Let \( \widetilde{X}_k \) be the cumulative loss of manpower in the first \( k \) exits of personnel from the organization with distribution function \( F_{\widetilde{X}_k}(.) \), density function \( f_{\widetilde{X}_k}(.) \) and Laplace transform \( \tilde{f}_{\widetilde{X}_k}(.) \) and \( Z_k \), \( k=1,2,3, \ldots \) be independent and identically distributed exponential random variables representing the amount of depletion of manpower in the organization due to \( l^{th} \) break with probability distribution \( G_l(.) \), density function \( g_l(.) \) and Laplace transform \( \tilde{g}_l(.) \) with mean \( \frac{1}{\gamma} \), \( \gamma > 0 \). Let \( \overline{G}_l \) be the cumulative loss of manpower in the first \( l \) breaks with distribution function \( G_{\overline{G}_l}(.) \), density function \( g_{\overline{G}_l}(.) \) and Laplace transform \( \tilde{g}_{\overline{G}_l}(.) \). Let \( U_k \), \( k=1,2,3, \ldots \) be independent and identically distributed hyper-exponential random variables representing the time between \( k-1^{th} \) and \( k^{th} \) exit of personnel from the organization with probability distribution \( F_U(.) \), density function \( f_U(.) \) and Laplace transform \( \tilde{f}_U(.) \) with mean \( \frac{P_1}{\lambda_1} + \frac{(1-P_1)}{\lambda_2} \), \( \lambda_1, \lambda_2 > 0 \) where \( P_1 \) is the proportion of exits having high attrition rate \( \lambda_1 \) and \( (1-P_1) \) is the proportion of exits having low attrition rate \( \lambda_2 \). Let \( V_l \), \( l=1,2,3, \ldots \) be independent and identically distributed hyper-exponential random variables representing the time between \( l-1^{th} \) and \( l^{th} \) break with probability distribution \( G_V(.) \) and density function \( g_V(.) \) with mean \( \frac{P_3}{\beta_1} + \frac{(1-P_3)}{\beta_2} \), \( \beta_1, \beta_2 > 0 \) where \( P_3 \) is the proportion of frequent breaks having high rate of depletion \( \beta_1 \) and \( (1-P_3) \) is the proportion of non-frequent breaks having low rate of depletion \( \beta_2 \). Let \( N_1(t) \) be the number of exit decisions in \((0,t]\) and \( N_2(t) \) be the number of breaking decisions in \((0,t]\). Let \( Z_1 \) be the threshold for the cumulative loss of manpower due to exits of personnel from the organization with parameter \( \theta_E > 0 \) and \( Z_2 \) be the threshold for the cumulative loss of manpower due to breaks with parameter \( \theta_B > 0 \). Let \( Z_1 + Z_2 \) be the breakdown threshold for the organization. Let \( W \) be the time to recruitment for the organization with the distribution function \( L(.) \), density function \( l(.) \) and the Laplace transform \( \tilde{I}(.) \).

Main Results:
The event of time to recruitment is defined as follows: recruitment occurs beyond \( t \) if and only if the total loss of manpower due to \( N_1(t) \) exit decisions and \( N_2(t) \) breaking decisions does not crossed the breakdown threshold of the organization and it is written as follows

\[ (W > t) = (\widetilde{X}_{N_1(t)} + \overline{Y}_{N_2(t)}) < Z_1 + Z_2 \]  

(1)

Hence the probabilities of the occurrence of these two events are equal. Now, conditioning upon \( N_1(t) \) and \( N_2(t) \) the distribution of time to recruitment is determined. The \( r^{th} \) moment for the time to recruitment is determined by taking the \( r^{th} \) derivative of the Laplace transform of density function for the random variable with respect to \( s \), and at \( s=0 \). Using this result the mean and variance of time to recruitment is determined for the three different cases of inter-exit times.
Case-I: Inter-exit times are assumed to form a sequence of independent and identically distributed hyper-exponential random variables. Using the tool of finding the moments of time to recruitment, the mean time to recruitment is given as

\[ E(W) = \frac{\theta B}{\theta B - \theta E} D_1 - \frac{\theta E}{\theta B - \theta E} D_2 \] 

where

\[ D_1 = \begin{bmatrix} 
(1 - B) d_1 (\sigma_2 + \sigma_1) & (1 - A)(1 - B)d_1 (\eta_1 + \sigma_2 + \sigma_1) & (1 - A)(1 - B)d_1 (\eta_2 - \eta_1) \\
\sigma_2^2 \eta_1^2 - \sigma_2^2 \eta_2^2 & \eta_1 \eta_2 \sigma_1 \sigma_2 (\eta_1 + \sigma_2 + \sigma_1)(\eta_2 - \eta_1) & \eta_2 - \eta_1 \sigma_1 \sigma_2 \\
(1 - A)(1 - B)d_1 b_2 (\eta_1 + \sigma_2 + \sigma_1) & (1 - A)(1 - B)d_1 b_2 & (1 - A)(1 - B)d_1 b_2 \\
\eta_1 - \eta_2 \eta_2 \sigma_1 \sigma_2 (\eta_1 + \sigma_2 + \sigma_1)(\eta_2 - \eta_1) & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 \\
(1 - A)(1 - B)d_1 b_2 & (1 - A)(1 - B)d_1 b_2 & (1 - A)(1 - B)d_1 b_2 \\
\eta_1 - \eta_2 \eta_1 \sigma_1 \sigma_2 (\eta_1 + \sigma_2 + \sigma_1)(\eta_2 - \eta_1) & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 \\
(1 - A)(1 - B)d_1 b_2 & (1 - A)(1 - B)d_1 b_2 & (1 - A)(1 - B)d_1 b_2 \\
1 - \eta_2 & 1 - \eta_2 & 1 - \eta_2 \\
\end{bmatrix} \]

\[ D_2 = \begin{bmatrix} 
(1 - B)d_2 (\sigma_2 - \sigma_1) & (1 - A)(1 - B)d_2 (\eta_1 + \sigma_2 - \sigma_1) & (1 - A)(1 - B)d_2 (\eta_2 - \eta_1) \\
\sigma_2^2 \eta_1^2 - \sigma_2^2 \eta_2^2 & \eta_1 \eta_2 \sigma_1 \sigma_2 (\eta_1 + \sigma_2 - \sigma_1)(\eta_2 - \eta_1) & \eta_2 - \eta_1 \sigma_1 \sigma_2 \\
(1 - A)(1 - B)d_2 b_2 (\eta_1 + \sigma_2 - \sigma_1) & (1 - A)(1 - B)d_2 b_2 & (1 - A)(1 - B)d_2 b_2 \\
\eta_1 - \eta_2 \eta_2 \sigma_1 \sigma_2 (\eta_1 + \sigma_2 - \sigma_1)(\eta_2 - \eta_1) & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 \\
(1 - A)(1 - B)d_2 b_2 & (1 - A)(1 - B)d_2 b_2 & (1 - A)(1 - B)d_2 b_2 \\
\eta_1 - \eta_2 \eta_1 \sigma_1 \sigma_2 (\eta_1 + \sigma_2 - \sigma_1)(\eta_2 - \eta_1) & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 & \eta_2 - \eta_1 \eta_1 \sigma_1 \sigma_2 \\
(1 - A)(1 - B)d_2 b_2 & (1 - A)(1 - B)d_2 b_2 & (1 - A)(1 - B)d_2 b_2 \\
1 - \eta_2 & 1 - \eta_2 & 1 - \eta_2 \\
\end{bmatrix} \]

Again differentiating twice with respect to s, the Laplace transform of the density function of time to recruitment at \( s = 0 \), the second moment for \( W \) is given by
Using equations (2) and (3), the variance of time to recruitment for the organization is obtained.

Remark:
When \(\alpha_2=\lambda_2=\beta_2=0\) and \(P_1 = P_2 = P_3 = 1\) the distribution of the depletion of manpower, inter-exit times and inter-breaking decision times reduces to exponential distribution. The mean and variance of the time to recruitment can be deduced for the above case from the results of (2) and (3).

Case-II: In this case inter-exit times are assumed to form a sequence of exchangeable and constantly correlated exponential random variables with mean \(\lambda\), correlation \(\rho\in(-1,1)\) with relation \(\nu = \lambda(1-\rho)\).

Now, differentiating with respect to \(s\), the Laplace transform of the density function \(W\) and at \(s=0\) the mean time to recruitment is given by

\[
E(W) = \frac{\theta_B}{\theta_B-\theta_E} D_3 - \frac{\theta_E}{\theta_B-\theta_E} D_4
\]
where
\[
D_3 = \frac{(1-B)d_1(\sigma_2 + \sigma_v)}{(\sigma_2 - \sigma_v)\sigma_2^2} - \frac{(1-B)d_2}{\sigma_2(\sigma_2 - \sigma_v)} - \frac{(1-B)d_3}{\sigma_2^2(\sigma_2 - \sigma_v)} + \frac{\lambda}{\sigma_2(\sigma_2 - \sigma_v)} + \frac{(1-B)d_4}{\sigma_2^2(\sigma_2 - \sigma_v)} + \frac{(1-B)d_5}{(\sigma_2 - \sigma_v)\sigma_2^2}
\]
and
\[
D_4 = \frac{(1-B')d_1(\sigma_2 + \sigma_v')}{(\sigma_2 - \sigma_v')\sigma_2'\sigma_2'} - \frac{(1-B')d_2}{(\sigma_2 - \sigma_v')\sigma_2'^2} - \frac{(1-B')d_3}{(\sigma_2 - \sigma_v')\sigma_2'^2} + \frac{\lambda(1-B')}{(\sigma_2 - \sigma_v')\sigma_2'^2} + \frac{(1-B')d_4}{(\sigma_2 - \sigma_v')\sigma_2'^2} + \frac{(1-B')d_5}{(\sigma_2 - \sigma_v')\sigma_2'^2}
\]
Now, differentiating twice with respect to s, the Laplace transform of the density function W at s=0 gives the second moment of W.
\[
E(W^2) = \frac{\theta_B}{\theta_B - \theta_E} D_3^2 - \frac{\theta_E}{\theta_B - \theta_E} D_4^2
\]
where
\[
D_3^2 = \frac{2(1-B)d_1}{(\sigma_2 - \sigma_1)^3} - \frac{2(1-B)d_1}{(\sigma_2 - \sigma_1)^3} + \frac{2(1-B)d_2}{(\sigma_2 - \sigma_1)^3} - \frac{2(1-B)d_3}{(\sigma_2 - \sigma_1)^3} + \frac{2(1-B)d_4}{(\sigma_2 - \sigma_1)^3} - \frac{2(1-B)d_5}{(\sigma_2 - \sigma_1)^3}
\]
and
\[
D_4^2 = \frac{2(1-B')d_1}{(\sigma_2' - \sigma_v')\sigma_2'^2} - \frac{2(1-B')d_1}{(\sigma_2' - \sigma_v')\sigma_2'^2} + \frac{2(1-B')d_2}{(\sigma_2' - \sigma_v')\sigma_2'^2} - \frac{2(1-B')d_3}{(\sigma_2' - \sigma_v')\sigma_2'^2} + \frac{2(1-B')d_4}{(\sigma_2' - \sigma_v')\sigma_2'^2} - \frac{2(1-B')d_5}{(\sigma_2' - \sigma_v')\sigma_2'^2}
\]
For the present Case, using equations (4) and (5), the variance of time to recruitment for the organization is determined.

**Case-III:** In this case inter-exit times are assumed to form a geometric process with a parameter \(a>0\). Using the tool of deriving the moments of time to recruitment, the mean time to recruitment for Case-III is determined, by differentiating with respect to s, the Laplace transform of the density function of the random variable W at s=0.
\[
E(W) = \frac{\theta_B}{\theta_B - \theta_E} D_5 - \frac{\theta_E}{\theta_B - \theta_E} D_6
\]
where
\[
D_5 = \left\{ \frac{(1 - B) d_1 \sigma_1 + \sigma_1}{\sigma_1^2 \sigma_2^2} - \frac{(1 - B) d_2 (a - A)}{\sigma_1^2 \sigma_2^2} - \frac{f'(0)}{(a - A)} + \frac{(1 - B) d_1 f'(0)}{(a - A)} - \frac{(1 - B) d_1 f'(0)}{(a - A)} \right\}
\]

\[
D_6 = \left\{ \frac{(1 - B) d_1 (\sigma_2' + \sigma_1)}{\sigma_1^2 \sigma_2^2} - \frac{f'(0)}{(a - A)} + \frac{(1 - B) d_1 f'(0)}{(a - A)} - \frac{(1 - B) d_1 f'(0)}{(a - A)} \right\}
\]

\[
f''(0) = -\left( \frac{p_{11} + (1 - p_{12})}{\lambda_1} \right); \quad f''(0) = -\left( \frac{p_{11} + (1 - p_{12})}{\lambda_1} \right), \quad j = 1, 2; \quad i = 1, 2, \ldots, k;
\]

\[
f''(0) = \left( \frac{p_{11}}{\lambda_1} + \frac{(1 - p_{12})}{\lambda_2} \right) \quad f''(0) = \left( \frac{p_{11}}{\lambda_1} + \frac{(1 - p_{12})}{\lambda_2} \right), \quad j = 1, 2; \quad i = 1, 2, \ldots, k
\]

Now, differentiating twice with respect to \(s\), the Laplace transform of the density function of time to recruitment at \(s=0\), second moment of \(W\) is determined.

\[
E(W^2) = \frac{\theta_B}{\theta_B - \theta_E} D_5^2 - \frac{\theta_E}{\theta_B - \theta_E} D_6^2
\]
\[
D_s^2 = \left\{ \frac{2(1-B)d_1}{\sigma_i(\sigma_i-\sigma_i^2)} - \frac{2(1-B)d_1}{\sigma_i(\sigma_i-\sigma_i^2)} - \frac{2(1-B)d_2}{\sigma_i(\sigma_i-\sigma_i^2)} - \frac{2(1-B)d_2}{\sigma_i(\sigma_i-\sigma_i^2)} + \frac{a^i(f'(0) - (f'(0))^2)}{a^2 - 1} \left( 1 - \frac{1}{(1-A)} + \frac{a^i(f'(0))^2}{(a-1)^2} \left( 1 - \frac{2(1-A)}{(a-1)} + \frac{(1-A)}{(a^2-A)} \right) \right) \right\}
\]

\[
D_k^2 = \left\{ \frac{2(1-B)d_1}{\sigma_i(\sigma_i-\sigma_i^2)} - \frac{2(1-B)d_1}{\sigma_i(\sigma_i-\sigma_i^2)} - \frac{2(1-B)d_2}{\sigma_i(\sigma_i-\sigma_i^2)} - \frac{2(1-B)d_2}{\sigma_i(\sigma_i-\sigma_i^2)} + \frac{a^i(f'(0) - (f'(0))^2)}{a^2 - 1} \left( 1 - \frac{1}{(1-A')} + \frac{a^i(f'(0))^2}{(a-1)} \left( 1 - \frac{2(1-A')}{(a-1)^2} + \frac{(1-A')}{(a^2-A)} \right) \right) \right\}
\]

Using equations (6) and (7), the variance of time to recruitment for Case-III is determined.

The results for the notations used in all the three cases are given below:

\[ \begin{align*}
A &= f_K(\theta_E) = \frac{P_4}{a_1+\theta_E} + \frac{(1-P_4)a_2}{a_2+\theta_E}, \\
B &= \tilde{g}_Y(\theta_E) = \frac{Y}{a_4+\theta_E}, \\
b_i &= P_4 + (1 - P_4)\lambda_1\lambda_2; \\
d_i &= P_4\beta_4\beta_2 + (1 - P_4)\beta_3\beta_2; \\
b_i &= b_i + \lambda_2 - AP_4\lambda_1 - A(1 - P_4)\lambda_2; \\
d_i &= d_i + \beta_1 + \beta_2 - AP_4\beta_1 - A(1 - P_4)\beta_2; \\
b_i &= a_i\lambda_2 - AP_4\lambda_1\lambda_2 - A(1 - P_4)\lambda_1\lambda_2; \\
d_i &= d_i + \beta_1\beta_2 - AP_4\beta_1\beta_2 - A(1 - P_4)\beta_1\beta_2;
\end{align*} \]
Numerical Illustration:
The influence of nodal parameters on the performance measures namely mean and variance of the time to recruitment is studied numerically using MATLAB. The performance measures are calculated for all the three cases.

Case-I:
Effect of $\alpha_1$ on the performance measures by fixing the value of the parameters $P_1=0.7; \lambda_2=0.07; \lambda_1=0.06; \alpha_2=0.3; P_2=0.6; \beta_1=0.7; \beta_2=0.6; P_3=0.008; \theta_B=0.04; \gamma=0.4$ is given below.

<table>
<thead>
<tr>
<th>$\alpha_1$</th>
<th>E(W)</th>
<th>V(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>90.3321</td>
<td>1.1605x10^4</td>
</tr>
<tr>
<td>0.023</td>
<td>74.3498</td>
<td>1.1205x10^4</td>
</tr>
<tr>
<td>0.026</td>
<td>61.4058</td>
<td>1.0884x10^4</td>
</tr>
<tr>
<td>0.029</td>
<td>50.6964</td>
<td>1.0623x10^4</td>
</tr>
<tr>
<td>0.032</td>
<td>41.6812</td>
<td>1.0408x10^4</td>
</tr>
<tr>
<td>0.035</td>
<td>33.9826</td>
<td>1.0229x10^4</td>
</tr>
</tbody>
</table>

Case-II:
Effect of $\rho$ on the performance measures by fixing the value of the parameters $\alpha_1=0.9; \alpha_2=0.1; P_2=0.06; \beta_1=0.6; \beta_2=0.7; P_3=0.06; \theta_B=0.009; \theta_E=0.09; \lambda=18; \gamma=0.7; k=5$ is given below.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>E(W)</th>
<th>V(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.92</td>
<td>1.3479</td>
<td>7.9179x10^3</td>
</tr>
<tr>
<td>0.921</td>
<td>4.6516</td>
<td>7.1472 x10^3</td>
</tr>
<tr>
<td>0.922</td>
<td>8.0855</td>
<td>6.3230x10^3</td>
</tr>
<tr>
<td>-0.348</td>
<td>31.0744</td>
<td>1.6249 x10^3</td>
</tr>
<tr>
<td>-0.349</td>
<td>31.3255</td>
<td>1.5897 x10^3</td>
</tr>
<tr>
<td>-0.35</td>
<td>31.5767</td>
<td>1.5523 x10^3</td>
</tr>
</tbody>
</table>

Case-III:
Effect of $\alpha$ on the performance measures by fixing the value of the parameters $P_1=0.006; \lambda_2=0.05; \lambda_1=0.03; \alpha_2=0.07; P_2=0.08; \beta_1=0.5; \beta_2=0.7; P_3=0.47; \theta_B=0.008; \theta_E=1.07; \gamma=0.005; k=3; \alpha_1 = 0.04$ is given below.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>E(W)</th>
<th>V(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.007</td>
<td>126.1315</td>
<td>86.1716</td>
</tr>
<tr>
<td>0.0072</td>
<td>126.5648</td>
<td>86.2258</td>
</tr>
<tr>
<td>0.0074</td>
<td>127.0011</td>
<td>86.2766</td>
</tr>
<tr>
<td>0.0076</td>
<td>127.4404</td>
<td>86.3242</td>
</tr>
<tr>
<td>0.0078</td>
<td>127.8829</td>
<td>86.3689</td>
</tr>
<tr>
<td>0.008</td>
<td>128.3285</td>
<td>86.4109</td>
</tr>
</tbody>
</table>
Conclusion:

i) For the Case-(i), if the value of $\alpha_i$ increases then the mean time to recruitment and the variance of time to recruitment decreases.

ii) For the Case-(ii), if the positive value of $\rho$ increases then the mean time to recruitment increases and the variance of time to recruitment decreases, if the negative value of $\rho$ decreases then the mean time to recruitment increases and the variance of time to recruitment decreases.

iii) For the Case-(iii), if the value of the parameter $\alpha$ increases then the mean time to recruitment and the variance of time to recruitment increases.

iv) Since the time to recruitment is more elongated in Case-III than the first two cases, Case-III is preferable from the organization point of view.
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