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S. Salman Nourazar¹, Mohsen Soori¹* and Akbar Nazari-Golshan²

¹Department of Mechanical Engineering, Amirkabir University of Technology (Tehran Polytechnic), Tehran, Iran; Email: mohsen.soori@gmail.com, m.soori@aut.ac.ir
²Department of Physics, Amirkabir University of Technology (Tehran Polytechnic), Tehran, Iran;

ABSTRACT

In this paper, the Homotopy Perturbation Method (HPM) is used to solve the Fitzhugh–Nagumo non-linear differential equations. In order to obtain the exact solution of Fitzhugh–Nagumo equation, two case study problems of the equation are solved by using the HPM. The trend of the rapid convergence of the sequences constructed by the method towards the exact solution is also numerically shown. As a result, the rapid convergence towards the exact solutions of HPM indicates that the method is powerful and efficient technique to solve the Fitzhugh–Nagumo non-linear differential equations. Also, the results present validity and great potential of the method as a powerful algorithm in order to obtain the exact solution of nonlinear differential equations.

Keywords: Fitzhugh–Nagumo equation, Homotopy Perturbation Method, Nonlinear Differential Equations.

Mathematics Subject Classification: 35D35, 35D05

1. INTRODUCTION

Many phenomena in various fields of physical science and engineering can be modeled by nonlinear partial differential equations. Most of the equations do not have an analytical solution and these equations have to be handled by the semi-analytical methods such as the Homotopy Perturbation Method (HPM).

The method was first introduced by He (1999). Then, He (2005) presented application of the method in solving the non-linear non-homogeneous partial differential equations. The HPM considers the solution of non-linear differential equation as a series expansion which can present a rapid convergence toward the exact solution. The HPM is used by Nourazar et al. (2015) in order to obtain the exact solution of Burgers-Huxley equation. Also, Nourazar et al. (2011) used the homotopy perturbation method to find exact solution of Newell-Whitehead-Segel equation. Barari et al. (2009) used the homotopy perturbation method for solving tenth order boundary value problems. In order to
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The Fitzhugh–Nagumo equation models the interaction of the effect of the diffusion term with the nonlinear effect of the reaction term. It is an important nonlinear reaction–diffusion equation which is applied to model the transmission of nerve impulses (Fitzhugh, 1961; Nagumo et al., 1962). It is also used in biology, the area of population genetics, transmission of heat mass transfer as well as circuit theory. The Fitzhugh–Nagumo equation is written as:

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} - u(1-u)(a-u)$$  \hspace{1cm} (1.1)

Where \( a \) is arbitrary constant.

The first term on the right hand side, \( \frac{\partial^2 u}{\partial x^2} \), expresses the variations of \( u(x,t) \) with spatial variable \( x \) at a specific time. Also, the remaining terms on the right hand side, \( u(1-u)(a-u) \), takes into account the effect of the source term. In Eq. (1.1), \( u(x,t) \) is a function of the spatial variable \( x \) and the temporal variable \( t \) with \( x \in R \) and \( t \geq 0 \).

In the present research work, the HPM is applied to obtain the closed form solution of the non-linear Fitzhugh–Nagumo equation. Two case study problems of non-linear Fitzhugh–Nagumo equations are solved by using the HPM. In terms of comparison to the exact solution, the trend of rapid convergence is shown.

The idea of homotopy perturbation method is presented in the section 2. Application of the homotopy perturbation method to the exact solution of Fitzhugh–Nagumo equation is presented in the section 3.

2. THE IDEA OF HOMOTOPY PERTURBATION METHOD

The homotopy perturbation method (HPM) is originally initiated by He (1999). This is a combination of the classical perturbation technique and homotopy technique. The basic idea of the HPM for solving nonlinear differential equations is as follow; consider the following differential equation:

$$E(u) = 0,$$  \hspace{1cm} (2.1)

Where \( E \) is any differential operator. We construct a homotopy as follow:

$$H(u, p) = (1 - p)F(u) + p(E(u) - F(u)).$$  \hspace{1cm} (2.2)

Where \( F(u) \) is a functional operator with the known solution \( v_0 \). It is clear that when \( p \) is equal to zero then \( H(u,0) = F(u) = 0 \), and when \( p \) is equal to 1, then \( H(u,1) = E(u) = 0 \). It is worth noting that as the embedding parameter \( p \) increases monotonically from zero to unity the zero order solution \( v_0 \) continuously deforms into the original problem \( E(u) = 0 \). The embedding parameter, \( p \in [0,1] \) is considered as an expanding parameter (He, 2005). In the homotopy perturbation method the embedding parameter \( p \) is used to get series expansion for solution as:
\( u = \sum_{i=0}^{\infty} p^i v_i = v_0 + pv_1 + p^2 v_2 + p^3 v_3 + \cdots \) \hspace{1cm} (2.3)

When, \( p \rightarrow 1 \) then Eq. (2.2) becomes the approximate solution to Eq. (2.1) as:

\( u = v_0 + v_1 + v_2 + v_3 + \cdots \) \hspace{1cm} (2.4)

The series Eq. (2.4) is a convergent series and the rate of convergence depends on the nature of Eq. (2.1) (He, 1999; He, 2005). It is also assumed that Eq. (2.2) has a unique solution and by comparing the like powers of \( p \) the solution of various orders is obtained. These solutions are obtained using the Maple package.

3. THE FITZHUGH–NAGUMO EQUATION

To illustrate the capability and reliability of the method, two cases of nonlinear diffusion equations are presented.

**Case I:** In this case we will examine the Fitzhugh–Nagumo equation for \( a = 2 \), equation is written as:

\[ \frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} - u(1-u)(2-u) \] \hspace{1cm} (3.1)

Subject to initial condition:

\[ u(x,0) = \frac{e^{\frac{\sqrt{2}}{x}}}{e^{\frac{\sqrt{2}}{x}} + 2e^{\sqrt{2}x}} \] \hspace{1cm} (3.2)

We construct a homotopy for Eq. (3.1) in the following form:

\[ H(v, p) = (1 - p) \left[ \frac{\partial v}{\partial t} - \frac{\partial u_0}{\partial t} \right] + p \left[ \frac{\partial v}{\partial t} - \frac{\partial^2 v}{\partial x^2} + v(1-v)(2-v) \right] \] \hspace{1cm} (3.3)

The solution of Eq. (3.1) can be written as a power series in \( p \) as:

\[ v = v_0 + pv_1 + p^2 v_2 + \ldots \] \hspace{1cm} (3.4)

Substituting Eq. (3.4) and Eq. (3.2) into Eq. (3.3) and equating the terms with identical powers of \( p \):

\[ p^0 : \frac{\partial v_0}{\partial t} = \frac{\partial u_0}{\partial t}, \hspace{2cm} v_0(x,0) = \frac{e^{\frac{\sqrt{2}}{x}}}{e^{\frac{\sqrt{2}}{x}} + 2e^{\sqrt{2}x}} \]

\[ p^1 : \frac{\partial v_1}{\partial t} + \frac{\partial u_0}{\partial t} = \frac{\partial^2 v_0}{\partial x^2} - v_0(1-v_0)(2-v_0), \hspace{2cm} v_1(x,0) = 0, \]

\[ p^2 : \frac{\partial v_2}{\partial t} = 6v_0 v_1 - 2v_1 - 3v_1 v_0^2, \hspace{2cm} v_2(x,0) = 0, \] \hspace{1cm} (3.5)
\[ p^3 \cdot \frac{\partial v_3}{\partial t} = \frac{\partial^2 v_2}{\partial x^2} + 6v_0 v_2 - 3v_2 v_0^2 - 3v_0 v_1^2 + 3v_1^2 - 2v_2, \quad v_3(x,0) = 0. \]

Using the Maple package to solve recursive sequences, Eq. (3.5), we obtain the followings:

\[ v_0(x,t) = \frac{e^{\frac{\sqrt{2}}{x}}}{e^{\frac{\sqrt{2}}{x}} + e^{\sqrt{x}} + 1}, \]

\[ v_1(x,t) = \frac{3}{2} \left\{ \frac{e^{\frac{\sqrt{2}}{x}}}{\left( e^{\frac{\sqrt{2}}{x}} + e^{\sqrt{x}} + 1 \right)^2} \right\}, \]

\[ v_2(x,t) = \frac{9}{4} \left\{ \frac{e^{\frac{\sqrt{2}}{x}}}{\left( e^{\frac{\sqrt{2}}{x}} + e^{\sqrt{x}} + 1 \right)^3} \right\} t^2, \quad (3.6) \]

\[ v_3(x,t) = \frac{27}{8} \left\{ \frac{e^{\frac{\sqrt{2}}{x}}}{\left( e^{\frac{\sqrt{2}}{x}} + e^{\sqrt{x}} + 1 \right)^4} \right\} t^3, \]

By setting \( p = 1 \) in Eq. (3.4), the solution of Eq. (3.1) can be obtained as \( v = v_0 + v_1 + v_2 + v_3 + \ldots. \)

Therefore the solution of Eq. (3.1) is written as:

\[ v(x,t) = \frac{e^{\frac{\sqrt{2}}{x}}}{e^{\frac{\sqrt{2}}{x}} + e^{\sqrt{x}} + 1} + \frac{3}{2} \left\{ \frac{\sqrt{2}}{\left( e^{\frac{\sqrt{2}}{x}} + e^{\sqrt{x}} + 1 \right)^2} \right\} + \frac{9}{4} \left\{ \frac{e^{\frac{\sqrt{2}}{x}}}{\left( e^{\frac{\sqrt{2}}{x}} + e^{\sqrt{x}} + 1 \right)^3} \right\} t^2. \]
The Taylor series expansion for \( \frac{\sqrt{\pi}}{e^{\frac{3}{2}} - 2 + e^{\sqrt{x}}} \) is written as:

\[
\frac{\sqrt{\pi}}{e^{\frac{3}{2}} - 2 + e^{\sqrt{x}}} + \frac{3}{2} \left( \frac{\sqrt{\pi}}{e^{\frac{3}{2}} - 2 + e^{\sqrt{x}}} \right)^2 + \frac{9}{4} \left( \frac{\sqrt{\pi}}{e^{\frac{3}{2}} - 2 + e^{\sqrt{x}}} \right)^3 \frac{t^2}{2} 
\] (3.8)

By substituting Eq. (3.8) into Eq. (3.7), thus Eq. (3.7) can be rewritten as:

\[
v(x, t) = \frac{e^{\frac{3}{2}} - 2 + e^{\sqrt{x}}}{e^{\frac{3}{2}} - 2 + e^{\sqrt{x}}} 
\] (3.9)

This is the exact solution of the problem, Eq. (3.1). Table 1 shows the trend of rapid convergence of the results of \( S_0(x, t) = v_0(x, t) \) to \( S_5(x, t) = \sum_{i=0}^{5} v_i(x, t) \) using the HPM. The rapid convergence of the solution toward the exact solution, the maximum relative error of less than 0.00005% is achieved as shown in table 1.
| $t = 0.1$ | $S_0(x, t)$ | 0.01212243657 | 0.008961933562 | 0.001944542565 |
| $S_1(x, t)$ | 0.0005389659700 | 0.0004976779710 | 0.0001412316169 |
| $S_2(x, t)$ | 0.000002301164956 | 0.000000990801124 | 0.000006349034810 |
| $S_3(x, t)$ | 0.000001008144018 | 4.086814607 e-7 | 1.823278692 e-7 |
| $S_4(x, t)$ | 3.598157652 e-8 | 3.321373555 e-8 | 3.090297025 e-9 |
| $S_5(x, t)$ | 8.027475176 e-11 | 9.968779601 e-10 | 7.506286372 e-10 |
| $t = 0.3$ | $S_0(x, t)$ | 0.03250166560 | 0.0237573301 | 0.00507507204 |
| $S_1(x, t)$ | 0.00469954162 | 0.004220046979 | 0.001162625454 |
| $S_2(x, t)$ | 0.000537014463 | 0.0002801263997 | 0.0001435939656 |
| $S_3(x, t)$ | 0.0000745433383 | 0.00007802396706 | 6.123663113 e-7 |
| $S_4(x, t)$ | 4.384208065 e-7 | 5.464174246 e-7 | 4.561018885 e-8 |
| $S_5(x, t)$ | 3.5030166560 | 0.0237573301 | 0.00507507204 |
| $t = 0.5$ | $S_0(x, t)$ | 0.04842166884 | 0.03502916290 | 0.007407255743 |
| $S_1(x, t)$ | 0.01255914876 | 0.01102481608 | 0.002964534234 |
| $S_2(x, t)$ | 0.0004254389000 | 0.001331059900 | 0.0017037880201 |
| $S_3(x, t)$ | 0.0001511187850 | 0.0001748677266 | 0.0001071637554 |
| $S_4(x, t)$ | 0.0001094809320 | 0.00009411780695 | 0.00008088311167 |
| $S_5(x, t)$ | 0.00006823246332 | 0.00001200658008 | 8.168657039 e-7 |

Table 1 shows: the percentage of relative errors of the results of $S_0(x, t) = v_0(x, t)$ to $S_6(x, t) = \sum_{i=0}^{5} v_i(x, t)$ of the HPM solution of Eq. (3.1).

**Case II:** In Eq. (1.1) for $\alpha = 3$ the Fitzhugh–Nagumo equation is written as:

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} - u(1-u)(3-u)$$  \hspace{1cm} (3.10)

Subject to initial condition:

$$u(x,0) = \frac{e^{\frac{x^2}{2}} + 3e^{\frac{3x^2}{2}}}{e^{\frac{x^2}{2}} + e^{\frac{3x^2}{2}} + 1}$$  \hspace{1cm} (3.11)

To solve Eq. (3.10), we construct a homotopy in the following form:

$$H(v, p) = (1 - p) \left[ \frac{\partial v}{\partial t} - \frac{\partial u_0}{\partial t} \right] + p \left[ \frac{\partial v}{\partial t} - \frac{\partial^2 v}{\partial x^2} + v(1-v)(3-v) \right].$$  \hspace{1cm} (3.12)
The solution of Eq. (3.10) can be written as a power series in \( p \) as:

\[
v = v_0 + pv_1 + p^2v_2 + ...
\]  

(3.13)

Substituting Eq. (3.13) and Eq. (3.11) in to Eq. (3.12) and equating the term with identical powers of \( p \), leads to:

\[
p^0 : \frac{\partial v_0}{\partial t} = \frac{\partial u_0}{\partial t}, \quad v_0(x,0) = \frac{\frac{\sqrt{2}}{x} + 3e^{-\frac{x}{2}}}{e^{-\frac{x}{2}} + e^{-\frac{3x}{2}} + 1},
\]

\[
p^1 : \frac{\partial v_1}{\partial t} + \frac{\partial u_0}{\partial t} = \frac{\partial^2 v_0}{\partial x^2} - v_0(1 - v_0)(3 - v_0), \quad v_1(x,0) = 0,
\]

\[
p^2 : \frac{\partial v_2}{\partial t} = \frac{\partial^2 v_1}{\partial x^2} + 8v_0v_1 - 3v_1 - 3v_1v_0^2, \quad v_2(x,0) = 0, \quad v_0(x,0) = \frac{\frac{\sqrt{2}}{x} + 3e^{-\frac{x}{2}}}{e^{-\frac{x}{2}} + e^{-\frac{3x}{2}} + 1},
\]

\[
p^3 : \frac{\partial v_3}{\partial t} = \frac{\partial^2 v_2}{\partial x^2} + 8v_0v_2 - 3v_2v_0^2 - 3v_0v_1^2 + 4v_1^2 - 3v_2, \quad v_3(x,0) = 0.
\]

Using the Maple package to solve recursive sequences, Eq. (3.14), we obtain the followings:

\[
v_0(x,t) = \frac{\frac{\sqrt{2}}{x} + 3e^{-\frac{x}{2}}}{e^{-\frac{x}{2}} + e^{-\frac{3x}{2}} + 1},
\]

\[
v_1(x,t) = \frac{1}{2} \left(-5 \left( e^{-\frac{x}{2}} \right) + 16 \left( \frac{\sqrt{2}}{x} \right) + 9 \left( \frac{3\sqrt{2}}{x} \right) \right) t, \quad (3.15)
\]
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\[ v_2(x, t) = \frac{1}{4} \left( \frac{1}{\sqrt{\frac{\partial^2}{e^2}} + \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} + 1} \right)^3 \left[ -25 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^2 + 128 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right) \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^2 + 140 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right) \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^2 \right] t^2, \]

\[ v_3(x, t) = \frac{1}{8} \left( \frac{1}{\sqrt{\frac{\partial^2}{e^2}} + \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} + 1} \right)^4 \left[ 81 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^3 - 125 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^3 - 125 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right) + 81 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right) \right] \]

By setting \( p = 1 \) in Eq. (3.13), the solution of Eq. (3.10) can be obtained as

\[ v = v_0 + v_1 + v_2 + v_3 + \ldots \]. Therefore the solution of Eq. (3.10) is written as:

\[ v(x, t) = \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} + \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} + 1 + \frac{1}{2} \left( -5 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^2 + 16 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right) \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^2 + 9 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^2 \left( \frac{\sqrt{\frac{\partial}{e^2}}}{e^2} \right)^2 \right) t \]
\[
\begin{align*}
+ \frac{1}{4} \left( \frac{1}{\sqrt{\pi} \left( e^{\frac{x}{2}} + e^{-\frac{x}{2}} + 1 \right)} \right)^3 \left[ -25 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 + 128 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 + 140 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 \right]
+ 25 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 - 128 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^3 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 - 27 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 + 27 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right) \right] \frac{t^2}{2}
+ \frac{1}{8} \left( \frac{1}{\sqrt{\pi} \left( e^{\frac{x}{2}} + e^{-\frac{x}{2}} + 1 \right)} \right)^4 \left[ 81 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^3 - 125 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^3 - 125 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right) + 81 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right) \right]
+ 1024 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^3 - 4096 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 + 1024 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right)^3 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)
- 144 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right) - 324 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 + 500 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 + 1399 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right)
- 2235 \left( \frac{\sqrt{x}}{e^{\frac{x}{2}}} \right)^2 \left( \frac{3\sqrt{x}}{e^{\frac{x}{2}}} \right) \right] \frac{t^3}{6} + ...
\end{align*}
\]

The Taylor series expansion for \( \frac{\sqrt{x}}{e^{\frac{x}{2}} + 3e^{\frac{x}{2}}} \) is written as:

\[
\frac{\sqrt{x}}{e^{\frac{x}{2}} + 3e^{\frac{x}{2}}} = \frac{3\sqrt{x}}{e^{\frac{x}{2}} + e^{\frac{x}{2}}} + \frac{3\sqrt{x}}{e^{\frac{x}{2}} + e^{\frac{x}{2}}} + 1
\]
\[
\frac{\sqrt{\pi}}{e^{\frac{x}{2}}} + 3 \frac{\sqrt{\pi}}{e^{\frac{x}{2}} + e^{\frac{x}{2}}} + 1 + \frac{1}{2} \left( -5 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right)^2 + \frac{\sqrt{\pi}}{e^{\frac{x}{2}} + e^{\frac{x}{2}}} + 1 \right) - 25 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right)^2 + 128 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) + 140 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right)
\]

\[
+ \frac{1}{4} \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}} + e^{\frac{x}{2}}} \right)^3 - 25 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right)^2 - 125 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) - 125 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) - 125 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) + 81 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) - 144 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) - 324 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) + 500 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) + 1399 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right)
\]

\[
- 2235 \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right) \left( \frac{\sqrt{\pi}}{e^{\frac{x}{2}}} \right)^2 \frac{t^3}{6} + ...
\]  

(3.17)

By substituting Eq. (3.17) into Eq. (3.16), the Eq. (3.16) can be reduced to:

\[
v(x,t) = \frac{\sqrt{\pi}}{\sqrt{e^{\frac{x}{2}}} - \frac{5}{2} + 3 \frac{\sqrt{\pi}}{e^{\frac{x}{2}}}} + 1 \frac{\sqrt{\pi}}{e^{\frac{x}{2}} + e^{\frac{x}{2}}} \]  

(3.18)
This is the exact solution of the problem, Eq. (3.10). Table 2 shows the trend of rapid convergence of the results of \( S_0(x,t) = v_0(x,t) \) to \( S_5(x,t) = \sum_{i=0}^{5} v_i(x,t) \) using the HPM solution toward the exact solution. The maximum relative error of less than 0.003\% is achieved in comparison to the exact solution as shown in table 2.

<table>
<thead>
<tr>
<th>Percentage of relative error (%RE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = 1.7 )</td>
</tr>
<tr>
<td>------------------------------------</td>
</tr>
<tr>
<td>( t = 0.1 )</td>
</tr>
<tr>
<td>( S_0(x,t) )</td>
</tr>
<tr>
<td>( 0.2059762271 )</td>
</tr>
<tr>
<td>( 0.006810842481 )</td>
</tr>
<tr>
<td>( 0.0001518370273 )</td>
</tr>
<tr>
<td>( 0.000002282925629 )</td>
</tr>
<tr>
<td>( 3.081340559 \times 10^{-7} )</td>
</tr>
<tr>
<td>( t = 0.3 )</td>
</tr>
<tr>
<td>( S_0(x,t) )</td>
</tr>
<tr>
<td>( 0.04580565755 )</td>
</tr>
<tr>
<td>( 0.1481331978 )</td>
</tr>
<tr>
<td>( 0.004180732891 )</td>
</tr>
<tr>
<td>( 3.081340559 \times 10^{-7} )</td>
</tr>
<tr>
<td>( t = 0.5 )</td>
</tr>
<tr>
<td>( S_0(x,t) )</td>
</tr>
<tr>
<td>( 0.05893509801 )</td>
</tr>
<tr>
<td>( 0.01874318914 )</td>
</tr>
<tr>
<td>( 0.005021880149 )</td>
</tr>
<tr>
<td>( t = 0.5 )</td>
</tr>
<tr>
<td>( S_0(x,t) )</td>
</tr>
<tr>
<td>( 0.04516457152 )</td>
</tr>
<tr>
<td>( 0.005021880149 )</td>
</tr>
<tr>
<td>( 0.03653432381 )</td>
</tr>
</tbody>
</table>

Table 2 shows: the percentage of relative errors of the results of \( S_0(x,t) = v_0(x,t) \) to \( S_5(x,t) = \sum_{i=0}^{5} v_i(x,t) \) of the HPM solution of Eq. (3.10).

4. CONCLUSION

In the present research work, the exact solution of the Fitzhugh–Nagumo nonlinear diffusion equation is obtained by using the HPM. The validity and effectiveness of the HPM is shown by solving two non-homogenous non-linear differential equations and the very rapid convergence to the exact solutions is also numerically demonstrated. By using the HPM, the Taylor series expansions of the exact solutions
as the Eq. (3.9) and Eq. (3.18) in each problem are obtained which are convergent in the desired domains.

The trend of rapid and monotonic convergence of the solution towards the exact solution is clearly shown by tabulated numerical values. As a result, the maximum relative errors of less than 0.00005% and 0.003% are presented in comparison to the exact solution of two case study problems of the equation. The rapid convergence towards the exact solutions of the HPM indicates that, the HPM is a very powerful and efficient technique with a reasonable amount of computational work and acceptable accuracy in order to obtain the exact solution of the nonlinear differential equations.
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